
Identical and Fraternal Twins: 
Fine-Grained Semantic

Contrastive Learning of Sentence Representations



  Background: Sentence Embeddings

Representation Learning for Dynamic Graphs: A Survey, Kazemi et al. (IEEE’ 21)

Learning universal representations of sentences has wide applications in NLP

• Semantic matching
• Sentence clustering
• Information retrieval
• ...



Representation Learning for Dynamic Graphs: A Survey, Kazemi et al. (IEEE’ 21)

  Contrastive learning is an intuitive and effective training objective that aims to 
create desired semantic representations by 

• bringing semantically positive instances closer together 
• pushing away those that are not semantically negative.

  Background: Contrastive Learning
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  Motivation: 
The lack of fine-grained semantic discrimination ability 

via contrastive learning.
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When the different types of positive pairs come to contrastive learning,

 they should be treated under the different standards.



  Motivation: 
Which twins are more similar?

Identical Twins

Fraternal Twins

Everyone can easily distinguish between these two pairs of twins. 

But, can a language model do the same?



  Objective:
Keep the margins between the two pairs of twins to help 

model distinguish the subtle differences.



  Challenges: 
Contrastive learning with data augementation

RepresentatioPUn Learning for Dynamic Graphs: A Survey, Kazemi et al. (IEEE’ 21)

• Data augementation for gaining positve pairs with less semantic 
distortions

• Adaptive contrastive learning for different types of positive samples 
to address sub-optimal issues



  IFCL Framework:

Three main components in this IFCL framework:
• A fusion data augmentation technique

• A training loss function named Twin Loss

• A hippocampus queue mechanism



  IFCL Framework:

• A fusion data augmentation technique
    

minimizing semantic distortions and increasing diversity of expressions.



  IFCL Framework:

• A training loss function named Twin Loss
    

capturing fine-grained semantics and alleviating the sub-optimal issues 
according to their margins



  IFCL Framework:

• A hippocampus queue mechanism
    

storing the previous mini-batches into a short-term memory and reusing 
the negative effectively



  Method: 
How to generate the Identical and Fraternal Twins?

Dropout Fusion

Identical twins: the most similar positive pair

Fraternal twins: the diverse pair with less semantic distortions 



  Method: 
InfoNCE Loss with positive and negative instances

  For the set of identical twins                  or fraternal twins                  ,  we define 
the function by using negative instances                 stored in the hippocampus 
queue.



  Method: 
Twins Loss for fine-grained semantic understanding

• This loss function aim to keeping the margins between two types of positive 
pairs

• M represents the innate margins between identical and fraternal twins
• Each M depends on the previous step to prevent sub-optimal optimization 

problems



  Method: 
Hippocampus Queue Mechanism for reusing instances

• The queue storing the negative is continuously updated

• The sample is gradient-free to save GPU memory

• The forgetting coefficient focus more on the latest instance



  Results: 
Experiments on semantic textual similarity tasks

• Evaluate using Spearman's correlation metric

• Performe well in both Chinese and English tasks.



  Analyse: 
What makes the Twins Loss effective?

  Reducing the mutual information between positive pairs while preserving task-
relevant information is optimal for the task

• More diverse semantics are preserved

• Mutual information of positive pairs 
contains more task-relevant information.
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